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Problem: Molecule representation in LMs is 
crucial for enhancing chemical 
understanding. The valuation of ChemLMs is 
conducted through downstream tasks that 
don’t directly assess knowledge of chemistry

RQ: Do ChemLMs learn relationships within
symbolic representations, enabling them to 
differentiate molecular structures?

Results:
● ChemLMs are not robust to 

augmentations
● Robustness to augmentations varies
● Augmented SMILES lead to degraded 

performance on chemical tasks
● Captioning quality is consistent with 

AMORE
● Representation robustness on model 

layers correlates across augmentations
● ChemLMs benefit from cross-modality

Table 1. AMORE: Acc@1, Acc@5 on the ChEBI-20 data

Framework AMORE: embeddings distance + 
augmentations of the same molecule (Fig. 1)

AMORE allows to evaluate different 
architectures (results in Tab. 1) and compare 
robustness on model hidden layers (Fig. 2)

Fig.3 Performance 
(BACE task) on five 
test sets: orig, 
сycle, canon, 
kekul, hydro

Fig.1 AMORE encodes original and augmented SMILES representations, calculates embedding distances, and assesses model 
performance based on top-1 accuracy, where the correct augmented SMILES is retrieved first

Fig.2 Top-1 retrieval accuracy (Acc@1) on CheBI-20 dataset 
calculated for hidden representations for different layers of LMs

BACE task (MoleculeNet): qualitative 
(binary label) binding results for a set of 
inhibitors of human β-secretase 1 (BACE-1)

Datasets and code 
are publicly available:

Table 2. Acc@1 & 
METEOR on the 
molecule captioning 
task (CHEBI-20 test)
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